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Abstract of the contribution: This contribution proposes interim conclusion for KI#1.
1	Discussion
Based on the solutions documented in TR 23.700-84, this paper proposes a set of principles to be considered in the normative work for KI#1.  
2 Proposal
[bookmark: _Hlk513714389]It is proposed to update TR 23.700-84 according to the following text.

[bookmark: _Toc435670433][bookmark: _Toc436124703][bookmark: _Toc509905226][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037]

[bookmark: _Toc148441670]********** First Change (All new text) **********
[bookmark: _Toc160444891][bookmark: _Toc160711449][bookmark: _Toc92875666][bookmark: _Toc160444959][bookmark: _Toc93070690]8	Conclusions
8.X	Interim Conclusions for Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning
It is agreed to consider the following principles for the normative work:
· For LMF-side Direct AI/ML positioning of UE, LMF shall provide the following functionalities: 
· LMF determines the location/position of UE directly using an ML model.
· LMF monitors the accuracy of Direct AI/ML UE positioning which may trigger ML model retraining in the training entity.
· LMF may collocated with AnLF.
Editor's Note: Whether multiple ML models are needed for positioning UE in different scenarios/areas/times or not is FFS.
· The following options may be used for training LMF-side ML model for Direct AI/ML positioning of UE:  
· LMF trains the ML model which is used locally inside the LMF; this option is preferred if all the required training data are available in the LMF.
· MTLF trains the ML model which is transferred (using the existing service operations) to the LMF (collocated with AnLF); this option is preferred if training data from multiple source NFs are needed.
· OAM trains the ML model and configures it in the LMF, this option is preferred if the operator may provide the customized ML model.
· The data for model training, inference and model performance monitoring for Direct AI/ML based positioning will be decided by RAN WGs. SA WG2 will align with RAN WGs.
Editor's Note: Whether additional data (and its corresponding sources) beyond that defined by the RAN WGs is needed or not is FFS.
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